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Abstract. We study a semi-discrete splitting method for computing approx-

imate viscosity solutions of the initial value problem for a class of nonlinear
degenerate parabolic equations with source terms. It is fairly standard to prove

that the semi-discrete splitting approximations converge to the desired viscos-
ity solution as the splitting step ∆t tends to zero. The purpose of this paper is,

however, to consider the more difficult problem of providing a precise estimate

of the convergence rate. Using viscosity solution techniques we establish the

L∞ convergence rate O(
√

∆t) for the approximate solutions, and this estimate

is robust with respect to the regularity of the solutions. We also provide an
extension of this result to weakly coupled systems of equations, and in the case

of more regular solutions we recover the “classical” rate O(∆t). Finally, we

analyze in an example a fully discrete splitting method.

1. Introduction

The purpose of this paper is to study the error associated with a widely used time-
splitting method for computing approximate solutions of the initial value problem
for a class of nonlinear degenerate parabolic equations.

A representative for the class of equations that we study is the following Hamilton-
Jacobi equation perturbed by a nonlinear possibly degenerate viscous term:

ut + F (Du)− c(Du)∆u = G(u) in QT = RN × (0, T ),

u(x, 0) = u0(x) in RN ,
(1.1)

Here, u(x, t) is the scalar function that is sought, u0 is the initial function, F is
the Hamiltonian, c ≥ 0 is a scalar function representing “diffusion” effects, G is
the source term, D denotes the gradient with respect to x = (x1, . . . , xN ), and D2

denotes the Hessian with respect to x. Note that the first order Hamilton-Jacobi
equation is a special case of (1.1). We shall later consider more general equations
than (1.1), but for the moment we restrict our attention to (1.1). It is also possible
to consider weakly coupled systems of equations. We will come back to this in the
final section of the paper (see also (1.6) below).

Degenerate parabolic equations arise in a variety of applications, ranging from
image processing, via mathematical finance, to the description of evolving interfaces
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(front propagation problems), see the lecture notes [1] for an overview. Due to the
possibly degenerate diffusion operator, problems such as (1.1) do not have classi-
cal solutions and it becomes necessary to work with a certain type of generalized
solutions. More precisely, it turns out that the correct mathematical framework
in which to analyze partial differential equations such as (1.1) and their numerical
schemes is provided by the theory of viscosity solutions. We refer to Crandall, Ishii,
and Lions [13] for an overview of this theory, which applies to fully nonlinear first
and second order partial differential equations.

In this paper, we are concerned with a semi-discrete numerical method for cal-
culating approximate viscosity solutions of (1.1). Roughly speaking, the method
studied herein is based on “splitting off” or isolating the effect of the source term
G. This operator splitting technique has been used frequently in the literature to
extend sophisticated numerical methods for homogeneous first order partial differ-
ential equations to non-homogeneous first order partial differential equations, see,
e.g., [23, 24, 30, 38, 37]. The present paper represents one of the first attempts
to thoroughly analyze this source splitting technique for second order, possibly
degenerate, partial differential equations.

To describe the operator splitting method in our “second order” context, let
v(x, t) = S(t)v0(x) denote the unique viscosity solution of the homogeneous second
order viscous Hamilton-Jacobi equation

(1.2) vt + F (Dv)− c(Dv)∆v = 0, v(x, 0) = v0(x), x ∈ RN , t > 0.

Here S(t) is the so-called solution operator associated with (1.2) at time t. Fur-
thermore, let E(t) denote the explicit Euler operator, i.e., v(x, t) = E(t)v0(x) is
defined by

v(x, t) = v0(x) + tG(v0(x)).

Observe that E(t) is a (fully discrete) approximate solution operator associated
with the ordinary differential equation vt = G(v). Fix a splitting (or time) step
∆t > 0 and an integer n ≥ 1 such that n∆t = T . Our operator splitting method
then takes the form

(1.3) v(x, ti) :=
[
S(∆t)E(∆t)

]i

u0(x),

where ti = i∆t, i = 1, . . . , n. It fairly easy to prove that the approximate solutions
generated by (1.3) converge to the exact viscosity solution of (1.1) as ∆t → 0,
thereby justifying the term “approximate solution”. The main result of this paper
is, however, that these approximate solutions converge with an explicit rate as
∆t→ 0 (see below).

Regarding turning (1.3) into a fully discrete splitting method, we simply have
to choose an appropriate numerical method for the homogeneous problem (1.2),
and a variety of different methods exist for that purpose. It is not, however, the
goal of this paper to study the error induced by a numerical discretization of (1.2).
This is a separate and difficult task for which we refer to [4, 5, 19, 26, 27] (so
far general results exist only in the context of convex Hamilton-Jacobi-Bellman
equations). Nevertheless, in Section 5 we provide a fully discrete example where
the convergence rate is obtained using the methods of [26, 19].

The convergence analysis (without error estimates) of numerical methods for
degenerate equations has been conducted by many authors. We do not intend to
give a survey here but refer only to a few papers currently known to the authors:
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Barles and Souganidis [7], Barles [2], Barles, Daher, and Romano [3], Camilli and
Falcone [10], Davis, Panas, and Zariphopoulou [14], Fleming and Soner [16], Krylov
[26, 27], Kuo and Trudinger [28], Kushner and Dupuis [29]. Following the guidelines
set forth by Barles and Perthame [6] and Barles and Souganidis [7], many authors
exploit the strong comparison principle for viscosity sub- and supersolutions when
proving convergence of their approximate viscosity solutions. The disadvantage
with the Barles-Perthame-Souganidis approach is that it seems difficult to get an
explicit estimate of the rate of convergence, i.e., an error estimate. Indeed, very
few papers seem to provide such estimates, and we only know of the following
ones: Krylov [26, 27], Barles and Jakobsen [4, 5], Jakobsen [18, 19], Cockburn,
Gripenperg, and Londen [11], Jakobsen and Karlsen [22, 21], and Deckelnick [15].
Krylov and Barles and Jakobsen deal with the degenerate Bellman equation and
prove convergence rates for finite difference schemes. Deckelnick considers a certain
finite difference scheme for the mean curvature equation. Cockburn, Gripenperg,
and Londen and Jakobsen and Karlsen prove continuous dependence estimates,
which immediately imply convergence rates for vanishing viscosity approximations.

For smooth solutions, it is not difficult to show via a classical truncation error
analysis that the approximate solutions generated by the splitting method (1.3) are
first order accurate (see, e.g., [35]). We are, on the other hand, interested in the
accuracy of (1.3) when the solutions of (1.1) are non-smooth. Indeed, the main
result of this paper is that the L∞ error associated with the time splitting (1.3) is
of order

√
∆t. More precisely, we prove that

max
i=1,...,n

∥∥∥u(·, ti)− v(x, ti)
∥∥∥

L∞
≤ K

√
∆t,(1.4)

for some constant K > 0 depending on the data of the problem (and the x-Lipschitz
norm of u, v) but not ∆t. It is interesting to compare the convergence rate in (1.4)
with the linear rateO(∆t) obtained in [23] for first order Hamilton-Jacobi equations.
Roughly speaking, the loss of convergence rate of 1/2 is due to the second order
differential operator in (1.1) and the fact we are working with functions that are
merely Lipschitz continuous in space. On the other hand, if the involved solutions
are more regular (in x), say, uniformly bounded in W 2,∞, then we prove that the
rate convergence improves to O(∆t).

Although there are similarities, the proof of an explicit convergence rate for the
time-splitting method is more involved here in the second order case than in the
first order Hamilton-Jacobi case [23]. Let us also mention that the approximation
theory developed in [4, 5, 19, 26, 27] for convex equations cannot be applied to quasi-
linear equations like (1.1). The proof of (1.4) consists of several steps. Here we
will comment only on one of them. As in [23], we introduce a conveniently chosen
comparison function q(x, ti) which is “close” to the splitting solution v(x, ti) for
each i (see Section 4 for details). A central idea of the proof is then to estimate
(instead of u(·, t)− v(·, t)) the quantity∥∥∥u(·, t)− q(·, t)

∥∥∥
L∞

for all t ∈ [ti−1, ti) for each i.

As it turns out, the function q(x, t) satisfies (in the sense of viscosity solutions) a
nonlinear degenerate parabolic equation of the form

qt + F̃ (x,Dq)− c̃(x,Dq)∆q = G̃(x) in RN × (ti−1, ti),

q(x, ti−1) = qi(x) in RN ,
(1.5)
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where qi(x), F̃ , and c̃ are “close” to v(x, ti−1), F , and c, respectively. Moreover,
G̃(x) is “close” to G(q(x, t)). Consequently, the proof of (1.4) is reduced to hav-
ing an explicit continuous dependence estimate for viscosity solutions of nonlinear
degenerate parabolic equations. A new aspect here is the need for a continuous
dependence estimate for the coefficient c in the second order differential operator
in (1.1). Estimates of this type are not a part of the standard theory of viscosity
solutions [13]. In fact, continuous dependence estimates for viscosity solutions of
second order equations were obtained only recently by Cockburn, Gripenberg, and
Londen [11] and Jakobsen and Karlsen [22, 21]. As is the case nowadays with the
comparison/uniqueness proofs for viscosity solutions of second order equations, the
continuous dependence estimates in [11, 22, 21] are consequences of the maximum
principle for semicontinuous functions [12, 13].

As will be explained in Section 5, our analysis applies to weakly coupled systems
of equations. As an example of such a system we can take

(1.6) ut =
N∑

i,j=1

ai,juxixj +G(u, v), vt = H(u, v),

where A = (ai,j)N
i,j=1 is a nonnegative symmetric constant matrix, u : QT → R,

v = (v1, . . . , vM ) : QT → RN , M ≥ 1, and the nonlinearities G,H = (H1, . . . ,HM )
are such that the initial value problem for the above system possesses a unique
bounded viscosity solutions. A common semi-discrete splitting algorithm is then to
alternatively solve the following two split problems:

ut =
N∑

i,j=1

ai,juxixj

and
ut = G(u, v), vt = H(u, v).

The latter problem is herein solved with the Euler method. For this splitting
method our results provide an explicit L∞ rate of convergence of order O(

√
∆t),

which is robust with respect to the regularity of the solutions.
For example, mathematical models for wave processes in the cardiac tissue give

raise to parabolic PDEs coupled to systems of ODEs, for which (1.6) can be viewed
as a simple model example. The systems of ODEs describe the electro-chemical
reactions taking place in the heart cells. In recent years there has been a lot of
activity on numerically solving such coupled systems of equations, and many of the
numerical approaches use operator splitting in one way or another to decouple the
PDEs from the ODEs, see, for example, [33, 32, 31, 36] and the references cited
therein. In [36], Sundnes, Lines, and Tveito use numerical experiments to study the
error induced by operator splitting in the context of the so-called bidomain model
for the electric activity in the heart. In particular, they observed reduced rates of
convergence for sharp wave front solutions and “coarse grids”.

For a model example like (1.6), our O(
√

∆t) error estimate for source splitting
is consistent with the numerical observation that the convergence rate is reduced
when solutions are non-smooth or nearly so. We recall that for first-order equations,
see [23, 24, 30, 38, 37], the rate of convergence is O(∆t), even in the non-smooth
regime. Finally, we mention that convergence (without a rate) of a source splitting
method for scalar convection-diffusion-reaction equations is proved in [25].
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The rest of this paper is organized as follows: In Section 2, we state existence,
uniqueness, comparison, and regularity results for viscosity solutions of the problem
under consideration. Then we recall a continuous dependence estimate from [22]
and use it to derive some a priori regularity estimates for exact viscosity solutions.
In Section 3, we state the operator splitting algorithm precisely as well as the main
convergence results. In Section 4, we give detailed proof of the result stated in
Section 3. In Section 5 we give various extensions our our main result: (i). An
extension to weakly coupled systems of equations. (ii). For more regular solutions
we obtain the classical rate O(∆t). Finally, in Chapter 5, we also provide results
for a fully discrete scheme using finite differences.

2. Definitions and Preliminary Results

In this section we first recall the notion of viscosity solutions, and give existence,
uniqueness, and comparison results for the class of equations we shall study. We
then recall a stability (continuous dependence) result from [22] (see also [11]), and
derive from it some a priori estimates for exact viscosity solutions. Finally, we state
regularity results for our solutions.

We need to introduce some notation. First let | · | denote the Euclidean norm
in RN and also the Frobenius matrix norm |A| = tr[ATA] for any matrix A, where
AT denotes the transpose of A and tr denotes the trace. If X is a domain, and
f : X → R is a bounded measurable function on X, then ‖f‖ := ess supx∈X |f(x)|.
For any continuous function f : RN × I → R, where I ⊂ [0,∞) is a time interval,
Df(x, t) is the spatial gradient of f(x, t) in the sense of distributions. In particular
‖Df‖ <∞ means that |f(x, t)− f(y, t)| ≤ ‖Df‖|x− y| for all t ∈ I and x, y ∈ RN ,
that is Lipschitz continuity in x (uniformly in t). For functions f : RN → R,
the same holds, just remove any mention of time t. We let C(X;Y ), Cb(X;Y ),
and W 1,∞(X;Y ) denote the spaces of continuous functions, bounded continuous
functions, and bounded Lipschitz functions from X to Y (for some domains X, Y )
respectively. Let S(N) denote the spaces of N × N symmetric matrices. In this
space we use the partial ordering ≤, which is defined as follows: X ≤ Y whenever
eXe ≤ eY e for every e ∈ RN . Finally, let QT = RN × (0, T ).

In the rest of this section we shall consider the following initial value problem:

ut + f(t, x, u,Du)− tr[A(t,Du)D2u] = 0 in QT ,(2.1)

u(0, x) = u0(x) in RN .(2.2)

We do not display the source term in this equation (think of it as hidden in the f
term) because we want to give general definitions and results. In particular, (1.1)
is special case of (2.1) with f(t, x, u,Du) = F (Du)−G(u) and A(t,Du) = c(Du)I.

There are several equivalent ways to define viscosity solutions [13]. We will need
only one of these definitions in this paper.

Definition 2.1 (Viscosity Solution). Suppose f ∈ C(Q̄T ,R,RN ) and 0 ≤ A ∈
C([0, T ]× RN ).

(1) A function u ∈ C(QT ) is a viscosity subsolution (supersolution) of (2.1)
if for every φ ∈ C2(QT ), if u − φ attains a local maximum (minimum) at
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(x0, t0) ∈ QT , then

φt(x0, t0)+f(t0, x0, u(x0, t0), Dφ(x0, t0))

+ tr[A(t,Dφ(x0, t0))D2φ(x0, t0)] ≤ 0 (≥ 0).

(2) A function u ∈ C(QT ) is a viscosity solution of (2.1) if it is both a viscosity
sub- and supersolution of (2.1).

(3) A function u ∈ C(Q̄T ) is viscosity solution of the initial value problem (2.1)
and (2.2) if u is a viscosity solution of (2.1) and u(x, 0) = u0(x) in RN .

We will require that (2.1) satisfies the following conditions:

f ∈ C(Q̄T × R× RN ) is uniformly continuous on
Q̄T × [−R,R]×BN (0, R) for each R > 0,
where Bm(0, R) = {x ∈ Rm : |x| ≤ R}.

(C1)

Cf := supQ̄T
|f(t, x, 0, 0)| <∞.(C2)

For each R > 0 there is a constant Cf
R > 0 such that

|f(t, x, r, p)− f(t, y, r, p)| ≤ Cf
R(1 + |p|)|x− y|,

for t ∈ [0, T ], |r| ≤ R, x, y, p ∈ RN .
(C3)

For every t, x, p,X and for R > 0, there is γR ∈ R such that
for −R ≤ s ≤ r ≤ R

f(t, x, r, p)− f(t, x, s, p) ≥ γR(r − s).
(C4)

For every t, p, A(t, p) = a(t, p)a(t, p)T for some
matrix a ∈ C([0, T ]× RN ; RN×P ).(C5)

Remark 2.2. It is sufficient to consider γR ≤ 0 in (C4), because if γR > 0 the
inequality still holds if you set the right-hand side to zero. It is also sufficient to
consider only symmetric matrices A in (C5). This is a consequence of the fact that
the trace of a matrix equals the trace of the symmetric part of the same matrix.

We have the following result concerning existence, uniqueness, and comparison
of viscosity solutions of (2.1):

Theorem 2.3 (Existence, uniqueness, and comparison). Assume that (C1)–(C5)
hold, that γR in (C4) is independent of R, and that u0 ∈ W 1,∞(RN ). Then there
exists a unique bounded viscosity solution u of the initial value problem (2.1) and
(2.2). Moreover the following comparison result holds: Let u and v be viscosity
solutions of (2.1) with initial data u0 and v0 respectively, where u0, v0 ∈W 1,∞(RN ),
then

sup
RN

(u(·, t)− v(·, t)) ≤ e−γt‖(u0 − v0)+‖.

We give the outline of a proof inspired by Zhan [39].

Outline of proof. 1. Conditions (C1), (C3) – (C5) imply that a strong comparison
result holds for bounded viscosity solutions. It is by now quite standard to prove
this result, and we omit this proof. This result implies uniqueness.

2. The comparison result stated in the theorem follows from the strong compar-
ison result in the following way: Check that w(t, x) = u(t, x) − e−γt‖(u0 − v0)+‖
is a subsolution of (2.1) and note that w(0, x) ≤ v0(x). Strong comparison then
yields w(t, x) ≤ v(t, x) in Q̄T which is the desired result.



ON THE RATE OF CONVERGENCE OF OPERATOR SPLITTING 7

3. Take uε to be the solution of (2.1) with smooth initial data u0,ε := u0 ∗ ρε,
where ρε is a mollifier (a smooth function with unit mass and support in B(0, ε)).

4. Since u0,ε ∈ W 2,∞(RN ) and (C2) holds, it is easy to check that for Kε big
enough, ±Kεt+ u0,ε(x) are classical sub and supersolutions of (2.1).

5. Perron’s method then yields the existence of a bounded continuous function
uε solving (2.1) in the viscosity sense, satisfying −Kεt+u0,ε(x) ≤ uε(t, x) ≤ Kεt+
u0,ε(x). This also means that uε takes the initial values u0,ε.

6. The sequence {uε}ε is Cauchy in Cb(Q̄T ). This follows from an easy applica-
tion of the comparison result: |uε(t, ·)− uε′(t, ·)|0 ≤ eγt|u0,ε − u0,ε′ |0 ≤ C(ε+ ε′).

7. Since Cb(Q̄T ) is complete (under the supremum norm), the existence of
limε→0 uε =: u ∈ Cb(Q̄T ) follows. Moreover by the stability result for viscosity
solutions (Lemma 6.1 in [13]) u is the viscosity solution of (2.1), so the proof is
complete. �

Now we state a key result, namely an estimate for continuous dependence on the
nonlinearities. Consider the two equations

ui
t + fi(t, x, ui, Dui)− tr[Ai(t,Dui)D2ui] = 0, i = 1, 2.(EQi)

Then the following theorem, which is proved in [22] (Theorem 3.2 b)), gives an
estimate of u1 − u2:

Theorem 2.4 (Continuous Dependence Estimate). Assume (C1), (C3) – (C5)
hold for fi and Ai with constants γi

R for i = 1, 2. Furthermore assume that there
are functions ui ∈ C(Q̄T ) with ‖ui‖, ‖Dui‖ ≤ ∞ for i = 1, 2, such that u1 and u2

are respectively a viscosity subsolution of (EQ1), and a viscosity supersolution of
(EQ2). Let R0 = max(‖u1‖, ‖u2‖), γ = min

(
γ1

R0
, γ2

R0

)
, and Ds,t be the following

set

Ds,t :=
{

(τ, x, r, p) : τ ∈ [s, t], x ∈ RN , |r| ≤ e−γ(t−s) min
(
‖u1‖, ‖u2‖

)
,

|p| ≤ e−γ(t−s) min(‖Du1‖, ‖Du2‖)
}
.

Then for 0 ≤ s ≤ t ≤ T there exists a constant M̃ depending only on T, γ, Cfi

R ,
and ‖Dui‖ for i = 1, 2, such that

eγ(t−s)‖
(
u1(t, ·)− u2(t, ·)

)+‖ ≤ ‖u1(s, ·)− u2(s, ·)‖

+ sup
Ds,t

{
(t− s)eγ(τ−s)|f1(τ, x, r, p)− f2(τ, x, r, p)|

+ M̃(t− s)1/2 |a1(τ, p)− a2(τ, p)|
}
.

Note that if u1 and u2 are solutions (not only sub- and supersolutions), then by
interchanging the roles of u1 and u2, the above result yields an estimate of ‖u1−u2‖.
From Theorem 2.4 we can derive the following a priori estimates:

Corollary 2.5 (A priori estimates). Assume (C1)–(C5) hold with γR ≤ 0, and let
u ∈ C(Q̄T ) be a viscosity solution of (2.1) with initial data u0. Moreover assume
that R := ‖u‖ < ∞ and define L := ‖Du‖ (≤ ∞), γ := γR. Then the following
statements are true for every t, s ∈ [0, T ]:

(a) If γ = γR is independent of R, then ‖u(·, t)‖ ≤ e−γt
(
‖u0‖+ tCf

)
.
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(b) ‖Du(·, t)‖ ≤ e−γt(‖Du0‖+ tCf
R(1 + L)), where

L ≤ eT (2Cf
Re−γT−γ)(‖Du0‖+ TCf

R).

(c) If L <∞, then there is a finite constant K0 > 0 such that

‖u(·, t)− u(·, s)‖ ≤ K0|t− s|1/2,

where

K0 = eγ(t−s)
{
M̃ sup

[s,t]×
{|p|≤e−γtL}

|a(t, p)|+
√
|t− s|

(
Cf + ωf (1)(1 +R+ L)

)}
,

M̃ is defined in Theorem 2.4, and ωf is the modulus of continuity of
f(t, x, r, p) provided by (C1) when |r| ≤ R and |p| ≤ L.

Proof. (a) Note that 0 is a viscosity solution of ut − tr[A(t,Du)D2u] = 0. The
result now follows by applying Theorem 2.4 to u and 0 and also using (C2).

(b) Let v(x, t) = u(x + h, t), then v is the viscosity solution to the following
initial value problem,

vt + f(t, x+ h, v,Dv)− tr[A(t,Dv)D2v] = 0, v(x, 0) = u0(x+ h).

By Theorem 2.4 and (C3) we get

eγt‖u(t, ·)− v(t, ·)‖ ≤ ‖u(0, ·)− v(0, ·)‖+ tCf
R(1 + L)h.

This is exactly the first inequality in (b).
To prove the second part of (b), we use an inductive argument by Souganidis

[34]. First choose an m such that

0 <
TCf

R

m
e−γT ≤ 1

2
.

Define Qi := RN × ( i−1
m T, i

mT ], Q̄i := RN × [ i−1
m T, i

mT ], ui := u |Q̄i
, and Li :=

supQ̄i
|Du(x, t)|. Then ui is the viscosity solution of (2.1) in Qi with initial value

ui(x, i−1
m T ) = u(x, i−1

m T ). By part one, we get

Li ≤ e−γ T
m

(
Li−1 + Cf

R

T

m
(1 + Li)

)
.

Solving this inequality for Li, we get

Li ≤
e−γ T

m

1− Cf
R

T
me

−γ T
m

(
Li−1 + Cf

R

T

m

)
≤ e2Cf

R
T
m e−γ T

m−γ T
m

(
Li−1 + Cf

R

T

m

)
.

The last inequality follows from the fact that for 0 ≤ x ≤ 1
2 , 1

1−x ≤ e2x. By iterat-
ing this formula we get the second part of (b).

(c) Let v(t, x) ≡ u(x, s) for all t ∈ [s, T ], i.e., v is the viscosity solution of the
initial value problem vt = 0, v(x, s) = u(x, s). As in (a) we use Theorem 2.4 to get

eγ(t−s)‖u(·, t)− u(·, s)‖ = eγ(t−s)‖u(·, t)− v(·, t)‖

≤ 0 + (t− s) sup
Ds,t

∣∣f(τ, x, r, p)
∣∣ + (t− s)1/2M̃ sup

Ds,t

|a(τ, p)|,
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The term supDs,t
|a(τ, p)| is bounded by (C5), and by (C1) and (C2) we get

sup
Ds,t

∣∣f(τ, x, r, p)
∣∣ ≤ sup

Ds,t

∣∣∣f(τ, x, 0, 0) + f(τ, x, r, p)− f(τ, x, 0, 0)
∣∣∣

≤ Cf + ωf

(
sup
[0,T ]

‖u(·, τ)‖+ sup
[0,T ]

‖Du(·, τ)‖
)
≤ Cf + ωf (1)(1 +R+ L).

�

As a direct consequence of part (b) and (c) in the previous theorem we get the
following regularity result:

Proposition 2.6 (Regularity). Assume (C1)–(C5) hold with γR ≤ 0, u0 ∈W 1,∞(RN ),
and u is the viscosity solution of the initial value problem (2.1) and (2.2). Then
there is a constant K > 0 such that

|u(t, x)− u(s, y)| ≤ K(|x− y|+ |t− s|1/2)(2.3)

for all t, s ∈ [0, T ] and x, y ∈ RN .

3. Statement of the Main Result

In this section we state the main results concerning the convergence of the semi-
discrete splitting method for the scalar initial value problem

ut + F (t, x, u,Du)− tr[A(t,Du)D2u] = G(t, x, u) in QT ,

u(x, 0) = u0(x) in RN .
(3.1)

Observe that (3.1) is more general than (1.1). In applications, the F -term would
normally not depend on u. However this u dependence is irrelevant for the analysis,
so we keep it for the sake of generality.

We start by giving conditions on the data of the problem (3.1).

Conditions on F .

F ∈ C(Q̄T × R× RN ) is uniformly continuous on
Q̄T × [−R,R]×BN (0, R) for each R > 0.(F1)

CF := supQ̄T×S(N) |F (t, x, 0, 0)| <∞.(F2)

For each R > 0 there is a constant CF
R > 0 such that

|F (t, x, r, p)− F (s, y, r, p)| ≤ CF
R (1 + |p|)(|x− y|+ |t− s|1/2)

for t, s ∈ [0, T ], |r| ≤ R, x, y, p ∈ RN .
(F3)

There is a constant LF > 0 such that
|F (t, x, r, p)− F (t, x, s, p)| ≤ LF |r − s|

for t ∈ [0, T ], r, s ∈ R, x, p ∈ RN .
(F4)

For each R > 0 there is a constant MF
R > 0 such that

|F (t, x, r, p)− F (t, x, r, q)| ≤MF
R |p− q|

for t ∈ [0, T ], |r| ≤ R, x, p, q ∈ RN and |p|, |q| ≤ R.
(F5)
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Conditions on G.
G ∈ C(Q̄T × R) is uniformly continuous on Q̄T × [−R,R]
for each R > 0.(G1)

CG := supQ̄T
|G(t, x, 0)| <∞.(G2)

For each R > 0 there is a constant CG
R > 0 such that

|G(t, x, r)−G(s, y, r)| ≤ CG
R (|x− y|+ |t− s|1/2)

for s, t ∈ [0, T ], |r| ≤ R, x, y ∈ RN .
(G3)

There is a constant LG > 0 such that
|G(t, x, r)−G(t, x, s)| ≤ LG|r − s|

for t ∈ [0, T ], r, s ∈ R, x ∈ RN .
(G4)

Conditions on A.

For every t, p, A(t, p) = a(t, p)Ta(t, p), a ∈ C([0, T ]× RN ; RP×N ).(A1)

For each R > 0 there is a constant Ma
R > 0 such that

|a(t, p)− a(t, q)| ≤Ma
R|p− q| for t ∈ [0, T ], p ∈ RN , and |p| ≤ R.(A2)

We note that under these assumptions and u0 ∈ W 1,∞(RN ), the conditions
of Theorems 2.3 and 2.4, Proposition 2.6, and Corollary 2.5 are all satisfied for
the initial value problem (3.1). In particular we have existence and uniqueness of
bounded Hölder continuous viscosity solutions:

Theorem 3.1. If (F1)–(A2) hold and u0 ∈W 1,∞(RN ), then there exists a unique
viscosity solution u ∈ Cb(Q̄T ), to the initial value problem (3.1). Moreover, there
is a K > 0 such that for all t ∈ [0, T ] and x, y ∈ RN

|u(x, t)− u(y, s)| ≤ K(|x− y|+ |t− s|1/2).

To define the operator splitting for (3.1), let E(t, s) : W 1,∞(RN ) → W 1,∞(RN )
denote the Euler operator defined by

(3.2) E(t, s)v0(x) = v0(x) + (t− s)G(s, x, v0(x))

for 0 ≤ s ≤ t ≤ T and v0 ∈ W 1,∞(RN ). Furthermore, let S(t, s) : W 1,∞(RN ) →
W 1,∞(RN ) be the solution operator of the homogeneous parabolic equation

vt + F (t, x, v,Dv,D2v)− tr[A(t,Dv)D2v] = 0 in RN × (s, T ),

v(x, s) = v0(x) in RN ,
(3.3)

where v0 ∈ W 1,∞(RN ). Note that S is well-defined on the time interval [s, T ] by
Theorem 3.1, since (3.3) is a special case of (3.1).

The operator splitting solution {v(x, ti)}n
i=1, where ti = i∆t and tn ≤ T , is

defined by

v(x, ti) = S(ti, ti−1)E(ti, ti−1)v(·, ti−1)(x),

v(x, 0) = v0(x).
(3.4)

Note that this approximate solution is defined only at discrete t-values. The
main result in this paper states that the operator splitting solution, when (3.3) is
solved exactly, converges with rate 1

2 in ∆t to the viscosity solution of (3.1).

Theorem 3.2. Assume that conditions (F1)–(A2) hold. If u(x, t) ∈ Cb(Q̄T ) is the
viscosity solution of (3.1) and v(x, ti) is the operator splitting solution (3.4), then
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there exists a constant K̄ > 0, depending only on T , ‖u0‖, ‖Du0‖, ‖v0‖, ‖Dv0‖,
F , a, and G, such that for i = 1, . . . , n

‖u(·, ti)− v(·, ti)‖ ≤ K̄(‖u0 − v0‖+
√

∆t).

We will prove this theorem in the next section.
Before we give the proof, we mention that two extensions of the above result are

given in Chapter 5: (i) An extension to weakly coupled systems of equations. (ii)
For more (W 2,∞) regular solutions we establish the classical rate O(∆t).

Finally in Chapter 5, we consider a particular equation for which we can provide
an error estimate for a fully discrete scheme where the S operator is approximated
using finite differences.

4. Proof of the Main Result

In this section we provide a detailed proof of Theorem 3.2. We proceed by several
steps. A key step is to introduce a suitable comparison function.

a) The comparison function.
The main step in the proof of Theorem 3.2 is to estimate the error between u and
v for one single time interval of length ∆t. Hence we are interested in estimating

‖u(·, ti)− S(ti, ti−1)E(ti, ti−1)v(·, ti−1)‖, i = 1, . . . , n.

Now fix i, i = 1, . . . , n, and define the function ζ : RN × [ti−1, ti] → R as follows

ζ(x, t) := S(t, ti−1)E(ti, ti−1)v(·, ti−1)(x).

Note that ζ solves the homogeneous equation (3.3) on [ti−1, ti], and that ζ(x, ti) =
v(x, ti). To estimate the difference between u(·, ti) and v(·, ti), we introduce the
comparison function qδ : RN × [ti−1, ti] → R defined by

(4.1) qδ(x, t) = ζ(x, t) + ψδ(x, t),

where ψδ : RN × [ti−1, ti] → R is defined by

(4.2) ψδ(x, t) = −(ti − t)
∫

RN

ηδ(z)G(ti−1, x− z, v(x− z, ti−1)) dz.

Here ηδ(x) := 1
δN η(x

δ ), where η is the standard mollifier satisfying

(4.3) η ∈ C∞0 (RN ), ‖Dη‖ ≤ 2, η(x) = 0 when |x| > 1,
∫

RN

η(x) dx = 1.

For each x ∈ RN we see that qδ(x, ti) = v(x, ti) and we will later show that

qδ(x, ti−1) → v(x, ti−1) as δ → 0.

The difference
u(·, ti)− v(·, ti) = u(·, ti)− qδ(·, ti)

will be estimated by deriving a bound on the difference

u(·, t)− qδ(·, t) for all t ∈ [ti−1, ti].

To this end, observe that if ζ was a classical C2 solution of the homogeneous
equation (3.3), then qδ would be a classical C2 solution of

qδ
t + F (t, x, qδ − ψδ, Dqδ −Dψδ)

− tr
[
A(t,Dqδ −Dψδ)(D2qδ −D2ψδ)

]
= ψδ

t in RN × (ti−1, ti),

qδ(x, ti−1) = ζ(x, ti−1) + ψδ(x, ti−1) in RN .

(4.4)
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It is easy to extend this result to the viscosity solution setting (see [23]), so we have
that qδ is a viscosity solution of (4.4).

Now we proceed by deriving a priori estimates for u, v, ψδ, and qδ that are
independent of ∆t.

b) A priori estimates.
We start by analyzing S and E. Let w, w̃ ∈W 1,∞(RN ) and assume that

(4.5) R1 := max
{

sup0≤s≤t≤T ‖E(t, s)w‖, sup0≤s≤t≤T ‖S(t, s)w‖
}
<∞.

For 0 ≤ s ≤ t ≤ T , let w̄(x, t−s) = S(t, s)w(x). This function is a viscosity solution
of equation (3.3) on [0, T−s] when F (t, x, r, p), A(t, p) is replaced by F (t+s, x, r, p),
A(t+s, p) respectively. The initial condition is w̄(x, 0) = w(x). Applying Corollary
2.5 (a), (b), (c), and the comparison principle from Theorem 2.3 to w̄ and then
using S(τ + s, s)w(x) = w̄(x, τ), we get the following estimates

‖S(t, s)w‖ ≤ eLF (t−s)
{
‖w‖+ (t− s)CF

}
,(4.6)

‖D{S(t, s)w}‖ ≤ e(L
F +K1(R1))(t−s)

{
‖Dw‖+ (t− s)CF

R1
(1 + TK1(R1))

}
,(4.7)

‖S(t, s)w − S(t, s)w̃‖ ≤ eLF (t−s)‖w − w̃‖,(4.8)

‖S(t, s)w − w‖ ≤ K0

√
t− s,(4.9)

where

(4.10) K1(R) = CF
Re

T (2CF
R eLF T +LF )

and K0 is as defined in Corollary 2.5 by replacing u by w, and depends on F , a,
w in such a way that ‖w‖, ‖Dw‖ < ∞ implies K0 < ∞. Note that γ = −LF , and
that in the expression (4.7), the constant L in Corollary 2.5 (b) is replaced by its
bound.

Let us turn to E. The following estimates follow from the definition of E,
E(t, s)w(x) = w(x) + (t− s)G(s, x, w(x)), and the properties of G and w:

‖E(t, s)w‖ ≤ (1 + LG(t− s))‖w‖+ (t− s)CG(4.11)

‖D{E(t, s)w}‖ ≤ (1 + LG(t− s))‖Dw‖+ (t− s)CG
R1

(4.12)

‖E(t, s)w − w‖ ≤ (t− s)(CG + LG‖w‖)(4.13)

Now we see that assumption (4.5) holds. Just replace t − s by T in expressions
(4.6) and (4.11).

Let us define the following constants,

(4.14)

L̄ := 2 max(LF , LG),

C := CF + CG,

CR := CF
R + CG

R for every R > 0,

MR := max{MF
R ,M

a
R} for every R > 0.

Now we give the a priori estimates.
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Lemma 4.1. There exists a constant R2 independent of ∆t such that max
1≤i≤n

‖v(·, ti)‖

< R2. Moreover with K1(R) defined in (4.10), for every 1 ≤ i ≤ n the following
statements hold:

(a) ‖v(·, ti)‖ ≤ eL̄ti

{
‖v0‖+ tiC

}
,

(b) ‖Dv(·, ti)‖ ≤ e(L̄+K1(R2))ti

{
‖Dv0‖+ tiCR2(1 + TK1(R2))

}
.

Proof. By the definition of v (3.4), v(x, ti) = S(ti, ti−1)E(ti, ti−1)v(·, ti−1)(x) and
v(x, 0) = v0(x). Assume there is a constant R2 independent of ∆t such that

(4.15) max
1≤i≤n

‖v(·, ti)‖ < R2.

In expressions (4.6) – (4.13) replace R1 by R2, t by ti, s by ti−1, and w by v(·, ti−1).
Successive use of expressions (4.6) and (4.11) yield (a), and similarly (b) follows
from (4.7) and (4.12). In expression (a), replace ti by T and we see that the
assumption (4.15) holds. �

Lemma 4.2. Let VN denote the volume of the unit ball in RN . Then for every
1 ≤ i ≤ n and t ∈ [ti−1, ti],

(a) ‖ψδ(·, t)‖ ≤ (ti − t)
{
CG + LG‖v(·, ti−1)‖

}
,

(b) ‖Dψδ(·, t)‖ ≤ (ti − t)
{
CG

R2
+ LG‖Dv(·, ti−1)‖

}
.

(c) ‖D2ψδ(·, t)‖ ≤ ti−t
δ 2NVN

{
CG

R2
+ LG‖Dv(·, ti−1)‖

}
.

Proof. From the definition (4.2) of ψδ it is easy to see that (a) and (b) hold. We
will only prove (c). Let ej be the j-th basis vector in RN , and h ∈ R. We then
calculate

|ψδ
xixj

(x, t)| = (t− ti)
∣∣∣{G(ti−1, ·, v(·, ti−1)) ∗ ηδxixj

}(x)
∣∣∣

= (ti − t) lim
h→0

∣∣∣{G(ti−1, ·, v(·, ti−1)) ∗
1
h

(ηδxi
(·+ hej)− ηδxi

(·))
}

(x)
∣∣∣

= (ti − t) lim
h→0

∣∣∣{ 1
h

(
G(ti−1, · − hej , v(· − hej , ti−1))−G(ti−1, ·, v(·, ti−1)

)
∗ηδxi

}
(x)

∣∣∣
≤ (ti − t)

{(
CG

R2
+ LG‖Dv(·, ti−1

)
‖) 2
δN+1

δNVN

}
,

where the first equality is a property of convolutions, the second equality follows
from the definition of the (partial) derivative and Lebesgue dominated convergence
theorem, and the third equality is a change of variables. Finally, the inequality
follows from (G3) and (G4) which imply that

|ηδxi
(x)| =

∣∣∣ 1
δN+1

ηxi

(x
δ

)∣∣∣ ≤ 2
δN+1

and ∣∣G(ti−1, x− hej , v(x− hej , ti−1))−G(ti−1, x, v(x, ti−1))
∣∣

≤ CG
R2
|h|+ L̄‖Dv(·, ti−1)‖|h|.

�

Now we are in a position to prove the following estimates:

Lemma 4.3. Let K1(R) be defined in (4.10). For every 1 ≤ i ≤ n and t ∈ [ti−1, ti],
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(a) ‖qδ(·, t)‖ ≤ e2L̄∆t
{
‖v(·, ti−1)‖+ 2∆tC

}
,

(b) ‖Dqδ(·, t)‖ ≤ e(2L̄+K1(R2))∆t
{
‖v(·, ti−1)‖+ ∆t CR2(2 + TK1(R2))

}
,

(c) There exists at constant M independent of t, i, and ∆t such that

‖qδ(·, t)− v(·, ti−1)‖ ≤M
√

∆t.

Proof. We only give the proof of (c). The other statements are easy consequences
of expressions (4.6), (4.7), (4.11), (4.12), and Lemma 4.2 a) and b).

By Lemma 4.1 and estimates (4.6), (4.7), (4.11), and (4.12) there are finite
constants R′, L′ (independent of i and ∆t) such that

sup
[ti−1,ti]

‖S(t, ti−1)E(ti, ti−1)v(·, ti−1)‖ ≤ R′,

sup
[ti−1,ti]

‖D{S(t, ti−1)E(ti, ti−1)v(·, ti−1)}‖ ≤ L′.

Because of these bounds, estimate (4.9) gives the existence of a finite constant K ′
0

(also independent of i and ∆t – see the the remarks below (4.9)) – such that

‖S(t, ti−1)E(ti, ti−1)v(·, ti−1)− E(ti, ti−1)v(·, ti−1)‖ ≤ K ′
0

√
∆t.

By using expression (4.13) and Lemma 4.1 we can show that

‖E(ti, ti−1)v(·, ti−1)− v(·, ti−1)‖ ≤ Const ∆t,

where the constant is independent of i and ∆t. By Lemmas 4.2 and 4.1 we can find
a constant independent of t, i, and ∆t such that

‖ψδ‖ ≤ Const ∆t.

We conclude the proof by noting that ∆t ≤
√
T
√

∆t and that by the definition
of qδ, expression (4.1),

‖qδ(·, t)− v(·, ti−1)‖ ≤‖S(t, ti−1)E(ti, ti−1)v(·, ti−1)− E(ti, ti−1)v(·, ti−1)‖

+ ‖E(ti, ti−1)v(·, ti−1)− v(·, ti−1)‖+ ‖ψδ‖.
�

Finally we come to u. Using Corollary 2.5 with f(t, x, r, p) = F (t, x, r, p) −
G(t, x, r) we get the following estimates (see also the derivation of (4.6) and (4.7)):

Lemma 4.4. There exists a constant R3 such that max[0,T ] ‖u(·, t)‖ < R3. More-
over with K2(R) = CR exp

{
T (2CRe

L̄T +L̄)
}
, for t ∈ [0, T ] the following statements

hold:
(a) ‖u(·, t)‖ ≤ eL̄t

{
‖u0‖+ tC

}
,

(b) ‖Du(·, t)‖ ≤ e(L̄+K2(R3))t
{
‖Du0‖+ tCR(1 + TK2(R3))

}
.

There is a constant R4 independent of t, i, and ∆t such that ‖qδ(·, t)‖ ≤ R4. This
follows from Lemma 4.3 a) by replacing ‖v(·, ti−1)‖ by R2 and ∆t by T . Similarly
there is a constant R5 independent of t, i, and ∆t such that ‖ψδ(·, t)‖ ≤ R5. Define

(4.16) R := max(R2, R3, R4, R5).

By a similar argument there is an L independent of t, i, and ∆t such that

(4.17) max
1≤i≤n

‖Dv(·, ti)‖, sup
[ti−1,ti]

‖Dψδ(·, t)‖, sup
[ti−1,ti]

‖Dqδ(·, t)‖, sup
[0,T ]

‖Du(·, t)‖ ≤ L.
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Furthermore, in view of equation (4.4), we set

(4.18) M̄ = M2 max{L,R}.

We are now in a position to prove Theorem 3.2.

c) The proof of Theorem 3.2
We prove Theorem 3.2 by applying Theorem 2.4 to u and qδ. To do this we will
prove that qδ is a subsolution of a certain equation and a supersolution of another
(closely related) equation. Actually we will find a function Ā and a constant k(∆t, δ)
such that qδ solves

∣∣vt + F [v]− tr[Ā[v]D2v]
∣∣ ≤ k(∆t, δ) in the viscosity sense.

Let φ be a C2 function, and assume that qδ − φ has a local maximum point in
(x, t). Then by the definition of viscosity subsolution and equation (4.4) we get

φt(x, t)− ψδ
t (x, t)

+ F (t, x, qδ(x, t)− ψδ(x, t), Dφ(x, t)−Dψδ(x, t))

≤ tr
[
A

(
t,Dφ(x, t)−Dψδ(x, t)

)(
D2φ(x, t)−D2ψδ(x, t)

)]
.

(4.19)

Now we estimate ψδ
t (x, t) and F (t, x, qδ(x, t)−ψδ(x, t), Dφ(x, t)−Dψδ(x, t)). First

note that

|ψδ
t (x, t)−G(ti−1, x, q

δ(x, t))|

=
∣∣∣ ∫

RN

ηδ(z)G(ti−1, x− z, v(x− z, ti−1))dz −G(ti−1, x, q
δ(x, t))

∣∣∣
≤

∫
RN

ηδ(z)
∣∣∣G(ti−1, x− z, v(x− z, ti−1))−G(ti−1, x− z, qδ(x− z, t))

∣∣∣dz
+

∫
RN

ηδ(z)
∣∣∣G(ti−1, x− z, qδ(x− z, t))−G(ti−1, x, q

δ(x− z, t))
∣∣∣dz

+
∫

RN

ηδ(z)
∣∣∣G(ti−1, x, q

δ(x− z, t))−G(ti−1, x, q
δ(x, t))

∣∣∣dz
≤ L̄M

√
∆t+ CRδ + L̄Lδ,

where M is given by Lemma 4.3 (c), and we have also used (G3) and (G4). Using
this computation and (G3) again, we see that

ψδ
t (x, t) ≤ G(t, x, qδ(x, t)) + |G(ti−1, x, q

δ(x, t))−G(t, x, qδ(x, t))|

+ |ψδ
t(x, t)−G(ti−1, x, q

δ(x, t))|

≤ G(t, x, qδ(x, t)) +
√

∆t {L̄M + CR}+ δ{CR + L̄L}.

(4.20)

Regarding F , we have

F (t, x, qδ(x, t)− ψδ(x, t), Dφ(x, t)−Dψδ(x, t))

≥ F (t, x, qδ(x, t), Dφ(x, t))− L̄|ψδ(x, t)| − M̄ |Dψδ(x, t)|

≥ F (t, x, qδ(x, t), Dφ(x, t))−∆t{L̄(C + L̄R) + M̄(CR + L̄L)}.
(4.21)

Here we have used (F4), (F5), and Lemma 4.2. We turn to the trace term. Using
the fact that (x, t) is a maximum point, we can get |Dφ(x, t)| ≤ L. We will use this
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fact to bound |a(t,Dφ(x, t)−Dψδ(t, x))|. By (A2) and (4.17) we get

|a(t,Dφ(x, t)−Dψδ(t, x))|

≤ |a(t, 0)|+ M̄ |Dφ(x, t)−Dψδ(t, x)|
≤ sup

[0,T ]

|a(t, 0)|+ 2M̄L.

Now we note that | trX| ≤ N |X| for any N × N matrix X. Using Lemma 4.2
enables us to get the following estimate,

tr
[
A(t,Dφ(x, t)−Dψδ(t, x))(D2φ(x, t)−D2ψδ(t, x))

]
≤ tr

[
A(t,Dφ(x, t)−Dψδ(t, x))D2φ(x, t)

]
+

(
sup
[0,T ]

|a(t, 0)|+ 2M̄L
)2 ∆t

δ
2N2VN (CR + L̄L).

(4.22)

Define the constants M0, M1 by

M0 :=
√
T L̄{C + L̄R}+

√
TM̄{CR + L̄L}+ L̄M + CR,

M1 := 2N2VN (CR + L̄L)
(

sup
[0,T ]

|a(t, 0)|+ 2M̄L
)2
.

(4.23)

Substituting (4.20), (4.21), and (4.22) into (4.19), we get

φt(x, t) + F
(
t, x, qδ(x, t), Dφ(x, t)

)
−G

(
t, x, qδ(x, t)

)
− tr

[
A(t,Dφ(x, t)−Dψδ(t, x))D2φ(x, t)

]
≤ k(∆t, δ),

where

(4.24) k(∆t, δ) :=
√

∆tM0 + δ{CR + L̄L}+
∆t
δ
M1.

In a similar way we can show that if φ̄ is C2 and qδ − φ̄ has a local minimum in
(x, t), then

φ̄t(x, t) + F
(
t, x, qδ(x, t), Dφ̄(x, t)

)
−G

(
t, x, qδ(x, t)

)
− tr

[
A(t,Dφ(x, t)−Dψδ(t, x))D2φ(x, t)

]
≥ −k(∆t, δ).

Two applications of Theorem 2.4 to u and qδ on the time interval [ti−1, ti] then
yields

e−L̄∆t‖u(·, ti)− qδ(·, ti)‖ ≤ ‖u(·, ti−1)− qδ(·, ti−1)‖+ ∆t k(∆t, δ)

+
√

∆t K sup
Dti−1,ti

∣∣a(t, p)− a(t, p+Dψδ(x, t))
∣∣.(4.25)

The quantities Dti−1,ti
and K are defined in Theorem 2.4, and from the definition

of K we see that it is independent of ∆t and i.
Remember that qδ(x, ti) = v(x, ti). To finish the proof we must estimate

‖u(·, ti−1) − qδ(·, ti−1)‖ and the a-term and choose δ in an appropriate way. First
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note that ∣∣v(x, ti−1)− qδ(x, ti−1)
∣∣

=
∣∣v(x, ti−1)− E(ti, ti−1)v(·, ti−1)(x)− ψδ(x, ti−1)

∣∣
=

∣∣∆tG(ti−1, x, v(x, ti−1)) + ψδ(x, ti−1)
∣∣

≤ ∆t
∫

RN

ηδ(z)
∣∣∣G(ti−1, x, v(x, ti−1))

−G(ti−1, x− z, v(x− z, ti−1))
∣∣∣dz

≤ ∆t δL̄‖Dv(·, ti−1)‖+ ∆t δCR,

(4.26)

where the last estimate follows from the triangle inequality, (G4), and (G3). Fur-
thermore using (A2) and Lemma 4.2 we get

sup
Dti−1,ti

∣∣a(t, p)− a(t, p+Dψδ(x, t))
∣∣ ≤ M̄ sup

Dti−1,ti

|Dψδ(x, t)| ≤ ∆tM̄(CR + L̄L).
(4.27)

Combining (4.24), (4.25), (4.26), and (4.27), we get

e−L̄∆t‖u(·, ti)− v(·, ti)‖ = e−L̄∆t‖u(·, ti)− qδ(·, ti)‖
≤ ‖u(x, ti−1)− v(x, ti−1)‖+ δ∆t {CR + L̄L}

+
(
∆t3/2M0 + ∆t δ{CR + L̄L}+

∆t2

δ
M1

)
+ ∆t3/2KM̄(CR + L̄L).

We choose δ =
√

∆t, and with this choice we see that there is a constant K ′ such
that

‖u(·, ti)− v(·, ti)‖ ≤ eL̄∆t‖u(x, ti−1)− v(x, ti−1)‖+ ∆t
√

∆tK ′,

and K ′ does only depend on ‖u0‖, ‖Du0‖, ‖v0‖, ‖Dv0‖, F , G, a, and T , but not
on ∆t. This follows from the definition of L̄, M0, M1, and Lemmas 4.1 – 4.4.

Since the fixed number i, i = 1, . . . , n, was arbitrary, successive use of the previ-
ous formula gives us

‖u(·, tj)− v(·, tj)‖ ≤ eL̄tj‖u0 − v0‖+ ∆t
√

∆tK ′
j∑

i=1

eL̄ti

≤ eL̄tj‖u0 − v0‖+
√

∆tK ′TeL̄T for j = 1, . . . , n.

Let K̄ := (1 +K ′T )eL̄T , and our theorem is proved.

5. Extensions and a fully discrete example

In this section we will give some extensions of the main result. Moreover, as an
example, we show how to obtain the rate of convergence for a fully discrete splitting
method for a particular degenerate parabolic equation.

5.1. Weakly coupled systems. In this section we extend our main result (see
Theorem 3.2) to weakly coupled systems of equations. For first order equations
such results were obtained in [24]. The results in this section follow easily from the
estimates in the previous section and the arguments in [24].



18 JAKOBSEN AND K. H. KARLSEN

We consider the weakly coupled problem

∂ui

∂t
+Hi(t, x, ui, Dui)− tr[Ai(t,Dui)D2ui]

= Gi(t, x, u) in QT = RN × (0, T ), i = 1, . . . ,m,

u(x, 0) = u0(x) in RN ,

(5.1)

where u = (u1, . . . , um) is vector of unknowns.
The phrase ”weakly coupled” refers to the fact that the equations in (5.1) are

coupled only through the source term G = (G1, . . . , Gm).
We assume the following conditions:

For each i, Hi satisfies conditions (F1) – (F5).(H1) – (H5)

G ∈ C
(
Q̄T × Rm; Rm

)
is uniformly continuous on Q̄T ×Bm(0, R)(G1)

for each R > 0.

There is a constant CG > 0 such that CG = sup
Q̄T

|G(t, x, 0)| <∞.(G2)

For each R > 0 there is a constant CG
R > 0 such that(G3)

|G(t, x, r)−G(s, y, r)| ≤ CG
R (|x− y|+ |t− s|1/2)

for t, s ∈ [0, T ], |r| ≤ R, and x, y ∈ RN .

There is a constant LG > 0 such that(G4)

|G(t, x, r)−G(t, x, s)| ≤ LG|r − s|
for (t, x) ∈ Q̄T and r, s ∈ Rm.

For each i, Ai satisfies conditions (A1) – (A2).(B1) – (B2)

Let u0 ∈ W 1,∞(RN ; Rm) and assume that there exists a unique bounded viscosity
solution u to the initial value problem (5.1) with the additional regularity condition
(2.3). We refer to [17] for existence results for systems of equations.

The operator splitting algorithm can now be defined as follows. Let

E(t, s) : W 1,∞(RN ; Rm) →W 1,∞(RN ; Rm)

denote the Euler operator defined by

(5.2) E(t, s)w(x) = w(x) + (t− s)G(s, x, w(x))

for 0 ≤ s ≤ t ≤ T . Furthermore, let

SH(t, s) : W 1,∞(RN ) →W 1,∞(RN )

be the solution operator of the scalar equation without source term

(5.3) ut +H(t, x, u,Du)− tr[A(t,Du)D2u] = 0, u(x, s) = w̄(x),

i.e., we write the viscosity solution of (5.3) as SH(t, s)w̄(x). Then let S denote the
operator defined by by

S(t, s)w = (SH1(t, s)w1, . . . , SHm
(t, s)wm)
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for any w = (w1, . . . , wm) ∈ W 1,∞(RN ; Rm). We can now define the operator
splitting solution. For ∆t > 0 and j = 1, 2, . . . , we set tj = j∆t and define

v(x, tj) = S(tj , tj−1)E(tj , tj−1)v(·, tj−1)(x),

v(x, 0) = v0(x)
(5.4)

Under these assumptions it is possible to obtain the rate of convergence by using
the method of [24] and the estimates in the previous section (thus we state the
result without a proof).

Theorem 5.1. Assume (H1)–(B2) hold. Suppose there exists a unique bounded
viscosity solution u(x, t) of (5.1) satisfying (2.3), and let v(x, tj) be the operator
splitting solution defined in (5.4). Then there exists a constant K > 0, depending
only on T , ‖u0‖, ‖Du0‖, ‖v0‖, ‖Dv0‖, Hi, Ai, and G, such that for j = 1, . . . , n

‖u(·, tj)− v(·, tj)‖ ≤ K(‖u0 − v0‖+
√

∆t).

5.2. More regularity implies better rate. In this section we show that if the
solutions are more regular, then we can obtain an improved convergence rate. In
particular, we show that when the relevant solutions belong to W 1,2,∞ (see below),
the convergence rate of our operator splitting procedure becomes O(∆t). For the
purpose of comparison, we recall that classical truncation analysis requires fours
times continuously x-differentiable functions to achieve a linear rate of convergence.

Before we continue, we introduce the following Banach spaces

W 2,∞(RN ) = {f : RN → R | ‖f‖+ ‖Df‖+ ‖D2f‖ <∞},
W 1,2,∞(Q̄T ) = {f : Q̄T → R | ‖f‖+ ‖ft‖+ ‖Df‖+ ‖D2f‖ <∞}.

Introduce the following conditions on a function f :

For every R > 0, f ∈ C(Q̄T × R× RN × S(N)) is uniformly continuous(C1)

on Q̄T × [−R,R]×BN (0, R)×BN×N (0, R).

There is γ ≤ 0 such that for every t, x, s, r, p,X, Y,(C2)

X ≤ Y and s ≤ r ⇒ f(t, x, r, p,X)− f(t, x, s, p, Y ) ≥ γ(r − s).

Consider the following initial value problem

ut + F (t, x, u,Du,D2u) = G(t, x, u) in QT ,

u(x, 0) = u0(x) in RN ,
(5.5)

where we assume that (C1) and (C2) hold for f = F and f = G. It is not difficult
to see that (C2) implies that the comparison principle holds for smooth classical
solutions of (5.5). Furthermore, this result can be extended to strong W 1,2,∞

solutions of (5.5) (i.e., solutions satisfying (5.5) a.e.) by Bony’s maximum principle
[8] and continuity of the equation (C1).

Remark 5.2. It is well-known that viscosity solutions satisfy the equation pointwise
at any point where it is differentiable once in t and twice in x, see [13]. Since
W 1,2,∞ functions are a.e. differentiable (once in t, twice in x), it follows that all
viscosity solutions of (5.5) belonging W 1,2,∞ are strong solutions. Furthermore, by
the comparison principle for strong W 1,2,∞ solutions of (5.5), such solutions are
unique. Hence we may conclude that the unique strong W 1,2,∞ solution of (5.5) is
a W 1,2,∞ viscosity solution of (5.5) whenever such a viscosity solution exists. Since
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we will assume the existence of W 1,2,∞ viscosity solutions in this section, there is
no need to distinguish between viscosity and strong solutions here.

Let S, SF , SG denote the solution semigroups of (5.5),

ut + F (t, x, u,Du,D2u) = 0, in QT ,

ut = G(t, x, u) in QT ,

respectively. Assume that S, SF , SG maps W 2,∞ into W 2,∞. By the comparison
principle and (C2) we have for R = S, SF , SG:

The semi-group R : W 2,∞(RN ) →W 2,∞(RN ) satisfies(D1)

‖R(t, s)φ−R(t, s)ψ‖ ≤ e−2γ(t−s)‖φ− ψ‖,
for every φ, ψ ∈W 2,∞(RN ), 0 ≤ s ≤ t.

To obtain rigorous error estimates in the W 2,∞ case we need to produce uniform
a priori bounds in theW 2,∞ norm of the (operator splitting) solutions. Such bounds
can be difficult to obtain, and in general they do not exist. We refer to Caffarelli
and Cabré [9] (and the references therein) for the regularity theory of non-linear
uniformly elliptic and parabolic equations and to [20] for W 2,∞ estimates for some
non-linear degenerate parabolic equations. In this section we will simply assume
that such bounds exist, and hence the merit of Theorem 5.3 below is simply to
show that with the techniques used in this paper we can recover the classical error
estimate O(∆t) when the relevant functions are sufficiently smooth.

To be precise, for R = S, SF , SG we will assume:

There are functions K1,K2,K3 such that the semi-group(D2)

R : W 2,∞(RN ) →W 2,∞(RN ) satisfies

‖R(t, s)φ‖ ≤ e−2γ(t−s)(‖φ‖+ (t− s)K1),

‖D(R(t, s)φ)‖ ≤ e−2γ(t−s) (‖Dφ‖+ (t− s)K2(‖φ‖)) ,

‖D2(R(t, s)φ)‖ ≤ e−2γ(t−s)
(
‖D2φ‖+ (t− s)K3(‖φ‖, ‖Dφ‖)

)
,

for every φ ∈W 2,∞(RN ), 0 ≤ s ≤ t ≤ T.

From these bounds and the equations we can obtain estimates on the time derivative
of the semigroup solutions. If we assume that F and G are bounded when x ∈ RN

and t, r, p,X are bounded, we immediately have for R = S, SF , SG:

There is a function K4 such that the semi-group(D3)

R : W 2,∞(RN ) →W 2,∞(RN ) satisfies

‖R(t, s)φ− φ‖ ≤ (t− s)K4(‖φ‖, ‖Dφ‖, ‖D2φ‖)
for every φ ∈W 2,∞(RN ), 0 ≤ s ≤ t ≤ T.

The final assumption we need is a smoothness assumption on G (in order to have
a result like Lemma 4.2), we take the following:

There is a function K5 such that(C3)

|Dn
x (G(t, x, φ(x)) | ≤ K5(‖φ‖, ‖Dφ‖, ‖D2φ‖), n = 0, 1, 2,

for every x and t(< T ), and every φ ∈W 2,∞(RN ).
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This assumption together with (C1) and (C2) implies that (D2) holds for R = SG

and R = E, where E is the Euler operator defined in (3.2). Similar to what we did
in (3.4), we now define the operator splitting solution {v(x, ti)}n

i=1 by

v(x, ti) = SF (ti, ti−1)E(ti, ti−1)v(·, ti−1)(x),

v(x, 0) = v0(x).
(5.6)

If we repeat the argument leading to Theorem 3.2 we see that, due to the assumption
of additional regularity of the involved functions, the estimates become independent
of the mollification parameter δ (see Lemma 4.2) and that wherever

√
∆t appeared

before, now ∆t appears. Therefore these arguments lead to the following result.

Theorem 5.3 (W 2,∞ case). Assume (C1)–(C3) hold, and S, SF , E (defined above)
satisfy (D1) – (D3). If u(x, t) ∈ W 1,2,∞(Q̄T ) is the viscosity solution of (5.5) and
v(x, ti) is the operator splitting solution (5.6), then there exists a constant K̄ > 0,
depending only on T , ‖Dnu0‖ and ‖Dnv0‖ for n = 0, 1, 2, F , and G, such that for
i = 1, . . . , n

‖u(·, ti)− v(·, ti)‖ ≤ K̄(‖u0 − v0‖+ ∆t).

This result can be extended to weakly coupled systems in the same way we
indicated it in the previous section.

5.3. A fully discrete example. In this section we provide an example of a fully
discrete splitting method based on a finite difference scheme for the PDE part.
We then show how to derive an error estimate for this operator splitting method.
In general, however, finite difference schemes are harder to analyze than operator
splitting methods, and error bounds are not available in most cases, including quasi-
linear equations. We refer to [5] for the best and most general results available up
to now, see also [4, 19, 26, 27]. Here we will consider a “simple” problem that falls
within the scope of the results in this paper and for which the finite difference part
can be analyzed using available machinery.

The problem we have in mind reads

ut +H(ux, uy)− λuyy = G(x, y, u) in QT := (0, T )× R2,

u(0, x, y) = u0(x, y) in R2,
(5.7)

where H is bounded, convex, and Lipschitz continuous, λ > 0, and G ∈W 2,∞(R3).
The assumption on G is used to avoid unnecessary technicalities. Indeed, all results
below hold under the weaker assumptions (G1) – (G4) in Section 3. Note that
this equation degenerates in the x-direction. We assume that u0 ∈ W 1,∞(R2).
These assumptions then imply the existence and uniqueness of a bounded viscosity
solution u satisfying (2.3) (see Theorem 2.3 and Proposition 2.6).

We will analyze a fully discrete splitting method, so in view of the previous
sections it remains to discretize the homogeneous equation

ut +H(ux, uy)− λuyy = 0 in QT .(5.8)

We do this using an explicit finite difference scheme based on a central difference
approximation of the second order term and the Engquist-Osher flux approxima-
tion of the Hamiltonian, but any monotone, consistent, and stable finite difference
scheme for (5.8) will do. Let U = U(t, x, y) denote the numerical solution, and
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note that sometimes we suppress the x, y dependence and write U(t) instead of
U(x, y, t). Let ∆t,∆x,∆y > 0, and define

U(t+ ∆t) = U(t)−∆t F
(
Dx,+U(t), Dx,−U(t), Dy,+U(t), Dy,−U(t)

)
+ ∆tλD2

yyU(t) in[0, T −∆t]× R2,(5.9)

U(t) =
(

1− t

∆t

)
u0 +

t

∆t
U(∆t) in [0,∆t)× R2,

where the Engquist-Osher flux F is defined as

F (p1, p2, q1, q2)

= H(p1, q1) +
∫ p2

p1

min
(
∂H

∂p
(p, q1), 0

)
dp+

∫ q2

q1

min
(
∂H

∂q
(p1, q), 0

)
dq,

and Dx,±, D2
yy denote the difference operators defined by

Dx,±φ(x, y) = ± 1
∆x

(
φ(x±∆x, y)− φ(x, y)

)
,

D2
yyφ(x, y) =

1
(∆y)2

(
φ(x, y + ∆y)− 2φ(x, y) + φ(x, y −∆y)

)
.

The y-directional difference operators Dy,± are defined similarly. Note that for
technical reasons, the scheme is defined for every point (x, y, t) (and not just on
some grid). Consequently, we need initial values on the entire time-strip [0,∆t),
and our particular choice of initial values makes the function U continuous in t.
Also note that F is convex and Lipschitz continuous since H has these properties.

Before we continue, let us define Snum to be the solution operator of (5.9), so
that

U(t+ ∆t) = Snum(∆t)U(t) in [0, T −∆t]× R2.

The scheme (5.9) is monotone provided an appropriate CFL condition holds. Recall
that monotonicity of the scheme means that for any functions φ, ψ : R2 → R,

φ ≤ ψ ⇒ Snum(t)φ ≤ Snum(t)ψ, t > 0.

It is standard to prove that for any t > 0,

‖Snum(t)φ‖ ≤ ‖φ‖ and ‖DSnum(t)φ‖ ≤ ‖Dφ‖.

(We refer to Section 3 in [19] for similar but more difficult estimates).
The splitting solution can now be defined for any t ∈ [0, T ] using the following

iterative scheme:

v(t+ ∆t) = Snum(∆t)E(∆t)v(t) in [0, T −∆t]× R2,(5.10)

v(t) =
(

1− t

∆t

)
u0 +

t

∆t
v(∆t) in [0,∆t)× R2,

where the E is the Euler solution operator defined in (3.2) (since G is independent
of t, E only depend on ∆t). Note that the choice of initial values makes v continuous
in t. In fact, using the properties of Snum and E (see above and Section 4) and
the W 1,∞(R2) regularity of u0, one can show that v is bounded and satisfies the
regularity condition (2.3) with bounds independent of ∆t,∆x,∆y. Regularity in x
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follows directly from the previous estimates, while regularity in t needs in addition
a barrier argument. We refer to [19] for the details.

The convergence rate for the fully discrete operator splitting method is stated
in the following theorem:

Theorem 5.4. Under the assumptions stated above,

‖v(tk)− u(tk)‖ ≤ C((∆t)1/4 + (∆x)1/2 + (∆y)1/2),

for every tk := k∆t ∈ [0, T ] where k ∈ N and C is independent of ∆t,∆x,∆y, k.

Remark 5.5. The rate obtained here is the same as the rate obtained in [19, 4] for
a pure finite difference method. This rate is lower than the rate O(∆t1/2) obtained
for the semi-discrete operator splitting scheme. In other words, the dominating
contribution to the total error comes from the finite differencing.

Proof of Theorem 5.4. We will use a variant of the procedure of Krylov [26], see
[19] for the time dependent case. This procedure consists of proving separately an
upper and a lower bound for v(tk)− u(tk). Let us start with the upper bound.

First we mollify the solution u of (5.7): For every ε > 0, define

uε(t, x, y) := (u ∗ ρε)(t, x, y) =
∫

Q̄T

u(t− τ, x− r, y − s)ρε(τ, r, s)dτ dr ds,

where ρε is a mollifier defined by

ρε(t, x, y) =
1
ε4
ρ

(
t

ε2
,
x

ε
,
y

ε

)
for some smooth function ρ with unit mass and support in (0, 1) × [−1, 1]2. Note
that for uε to be defined for all positive t, we must extend the solution u to times
t ∈ [−ε2, 0]. We assume that this has been done and refer to [19] for the details.

The key step in obtaining the upper bound is the following lemma:

Lemma 5.6. For t ∈ [∆t, T −∆t),

uε(t+ ∆t)− Snum(∆t)E(∆t)uε(t) ≤ ∆tK(ε,∆t,∆x,∆y),

where

K(ε,∆t,∆x,∆y) := C
(
ε+ ε−1(∆x+ ∆y) + ε−3(∆t+ (∆y)2) + (1 + ε−1)∆t

)
.

Proof. Insert uε into the splitting scheme:

uε(t+ ∆t)− Snum(∆t)E(∆t)uε(t)

= uε(t+ ∆t)− Snum(∆t) [uε(t) + ∆tG(x, y, uε(t))]

= uε(t+ ∆t)− [uε(t) + ∆tG(x, y, uε(t))]

+ ∆t F (Dx,+[uε(t) + ∆tG(x, y, uε(t))] , . . . )

−∆tλD2
yy[uε(t) + ∆tG(x, y, uε(t))].

Taylor expand F to see that

F (Dx,+[uε(t) + ∆tG(x, y, uε(t))] , . . . )

≤ F (Dx,+uε(t), . . . , Dy,−uε(t)) + ∆t‖DF (· · · ) · (Dx,+G(· · · ), . . . , Dy,−G(· · · )‖.
Then Taylor expand uε and use consistency of F to get

F (Dx,+uε(t), . . . , Dy,−uε(t)) ≤ H(uε x, uε y) + C‖DH‖(‖uε xx‖∆x+ ‖uε yy‖∆y).
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Now we see that a Taylor expansion of uε (and F ) leads to

uε(t+ ∆t)− Snum(∆t)E(∆t)uε(t)

≤ −∆tG(x, y, uε(t)) + ∆t (uε t +H(uε x, uε y)− λuε yy)

+ ∆t C(‖uε xx‖∆x+ ‖uε yy‖∆y + ‖uε yyyy‖(∆y)2).
+ (∆t)2‖DF (· · · ) · (Dx,+G(· · · ), . . . , Dy,−G(· · · )‖
+ λ(∆t)2 ‖D2

yyG(·, ·, uε)‖.

By mollifying equation (5.7) and using convexity of H and Jensen’s inequality, we
see that uε satisfies (see the appendix in [4] for the details)

uε t +H(uε x, uε y)− λuε yy ≤ ρε ∗G(·, ·, u(·, ·, ·))(t, x, y) in [∆t, T )× RN .

Furthermore, our assumptions imply that

‖uε‖+ ‖Duε‖+ ε‖D2uε‖+ ε3(‖∂2
t uε‖+ ‖D4uε‖) ≤ C,

‖Dx,±G(·, ·, uε)‖+ ‖Dy,±G(·, ·, uε)‖ ≤ ‖DG‖(1 + ‖uε‖+ ‖Duε‖) ≤ C,

‖D2
yyG(·, ·, uε)‖ ≤ C(‖DG‖+ ‖D2G‖)(1 + ‖uε‖+ ‖uεyy‖) ≤ C(1 + ε−1),

‖DF (· · · )‖ ≤ C‖DH(· · · )‖ ≤ C.

The desired result follows from the above calculations and the fact that

ρε ∗G(·, ·, u)−G(·, ·, uε) ≤ Cε.

�

By iterations, an immediate consequence of this lemma is

uε(tk)− [Snum(∆t)E(∆t)]k−1uε(∆t) ≤ tk−1K(ε,∆t,∆x,∆y).

Now we write u(tk)− v(tk) as

u(tk)− uε(tk) + uε(tk)− [Snum(∆t)E(∆t)]k−1uε(∆t)

+ [Snum(∆t)E(∆t)]k−1uε(∆t)− v(tk).

The first difference is bounded by Cε, and as we have just seen, the second difference
is upper bounded by tk−1K(ε,∆t,∆x,∆y). Since v(tk) = [Snum(∆t)E(∆t)]ku0,
contraction properties of Snum and E implies that the third difference is bounded
by

etk−1‖DG‖‖uε(∆t)− v(∆t)‖.
Writing uε(∆t)− v(∆t) = uε(∆t)− uε(0) + uε(0)− u0 + u0 − v(∆t) and using the
regularity of u and v and the properties of mollifiers we have

‖uε(∆t)− v(∆t)‖ ≤ C∆t1/2 + Cε.

It follows that

u(tk)− v(tk) ≤ C(ε+ ∆t1/2 +K(ε,∆t,∆x,∆y)),

where C is independent of k, ε,∆t,∆x,∆y. If we now minimize w.r.t. ε, we get the
following result:

Lemma 5.7. For tk ∈ (0, T ],

u(tk)− v(tk) ≤ C((∆t)1/4 + (∆x)1/2 + (∆y)1/2).
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To get the lower bound, we reverse the roles of u and v, extend v to times
t ∈ [−ε2, 0) (see [19] for the details), and consider vε = ρε ∗ v. The key step is the
next lemma.

Lemma 5.8. For t ∈ [0, T − 2∆t),

vε(t+ ∆t)− S(∆t)vε(t) ≤ ∆tK(ε,∆t,∆x,∆y),

where S is the solution operator of the full equation (5.7) (not (5.8)!) and K is
defined in Lemma 5.6.

Outline of proof. Similar to what we did in the proof of Lemma 5.6 we insert vε

into equation (5.7) and use Taylor expansion to see that

vε,t(t) +H(vε x(t), vε y(t))− λvε xx(t)−G(x, y, vε(t))

≤ 1
∆t

(
vε(t+ ∆t)− Snum(∆t)E(∆t)vε(t)

)
+K(ε,∆t,∆x,∆y)

for t ∈ (0, T−∆t]. By the definition of Snum, convexity of F , and Jensen’s inequality
we get

ρε ∗ [Snum(∆t)E(∆t)v](t) ≤ Snum(∆t) [ρε ∗ [E(∆t)v]] (t),
so mollifying scheme (5.10) and using the definition of E leads to

vε(t+ ∆t) ≤ Snum(∆t)
[
vε(t)−∆t ρε ∗G(·, ·, v)(t)

]
, t ∈ (0, T −∆t].

Monotonicity of Snum implies that

Snum(∆t)
[
vε(t)−∆t(ρε ∗G(·, ·, v)(t)

]
≤ Snum(∆t)

[
vε(t)−∆tG(x, y, vε(t)) + ∆t‖G(·, ·, vε(t))− ρε ∗G(·, ·, v)(t)‖

]
≤ Snum(∆t)

[
vε(t)−∆tG(x, y, vε(t))

]
+ ∆t‖G(·, ·, vε(t))− ρε ∗G(·, ·, v)(t)‖

= Snum(∆t)E(∆t)vε(t) + ∆t‖G(·, ·, vε(t))− ρε ∗G(·, ·, v)(t)‖.

The second inequality follows since Snum satisfies

Snum(∆t)(φ+ k) = Snum(∆t)φ+ k

for any constant k. Combining the above computations yields

vε,t(t) +H(vε,x(t), vε,y(t))− λvε,xx(t)−G(x, y, vε(t)) ≤ Cε+K(ε,∆t,∆x,∆y)

for t ∈ (0, T −∆t]. It follows that for t0 ∈ (0, T − 2∆t] and t ∈ [0,∆t],

vε(t0 + t) + te‖DG‖t [Cε+K(ε,∆t,∆x,∆y)]

is subsolution of equation (5.7) with initial data vε(t0). Since S(∆t)vε(t) is the
solution of (5.7) at t = ∆t with vε(t) as initial data, the lemma holds by the
comparison principle. �

Consider the case tk ∈ (0, T −∆t]. We write v(tk)− u(tk) as

v(tk)− vε(tk) + vε(tk)− [S(∆t)]kvε(0) + [S(∆t)]kvε(0)− u(tk).

By properties of mollifiers the first term is bounded by Cε. The second term is
bounded by K(ε,∆t,∆x,∆y), as can be seen by Lemma 5.8 and iteration. The last
term is bounded by Cε by the contraction properties of S, properties of mollifiers,
and the fact that v(0) = u0. Minimizing again w.r.t. ε, we get the following result:
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Lemma 5.9. For tk ∈ (0, T −∆t],

v(tk)− u(tk) ≤ C((∆t)1/4 + (∆x)1/2 + (∆y)1/2).

Finally, we consider the case tk ∈ [T −∆t, T ]. By Lemma 5.8 and regularity of
u and v we have

v(tk)− u(tk) = v(tk)− v(tk−1) + v(tk−1)− u(tk−1)− u(tk−1)− u(tk)

≤ C∆t1/2 + C((∆t)1/4 + (∆x)1/2 + (∆y)1/2) + C∆t1/2,

for tk ∈ [T − ∆t, T ]. Hence the conclusion of Lemma 5.9 holds for all tk ∈ (0, T ]
and this concludes the proof the lower bound.

Combining this lower bound with the upper bound of Lemma 5.7 concludes the
proof of Theorem 5.4. �
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[9] L. A. Caffarelli and X. Cabré. Fully Nonlinear Elliptic Equations. AMS Colloquium Publi-

cations, 43. Amer. Math. Soc., Providence, RI, 1995.
[10] F. Camilli and M. Falcone. An approximation scheme for the optimal control of diffusion

processes. RAIRO Modél. Math. Anal. Numér., 29(1):97–122, 1995.

[11] B. Cockburn, G. Gripenberg, and S.-O. Londen. Continuous dependence on the nonlinearity
of viscosity solutions of parabolic equations. J. Differential Equations, 170(1):180–187, 2001.

[12] M. G. Crandall and H. Ishii. The maximum principle for semicontinuous functions. Differen-

tial Integral Equations, 3(6):1001–1014, 1990.
[13] M. G. Crandall, H. Ishii, and P.-L. Lions. User’s guide to viscosity solutions of second order

partial differential equations. Bull. Amer. Math. Soc. (N.S.), 27(1):1–67, 1992.

[14] M. H. A. Davis, V. G. Panas, and T. Zariphopoulou. European option pricing with transaction
costs. SIAM J. Control Optim., 31(2):470–493, 1993.

[15] K. Deckelnick and G. Dziuk. Error estimates for a semi-implicit fully discrete finite element
scheme for the mean curvature flow of graphs. Interfaces Free Bound., 2(4):341–359, 2000.

[16] W. H. Fleming and H. M. Soner. Controlled Markov processes and viscosity solutions.

Springer-Verlag, New York, 1993.
[17] H Ishii and S Koike. Viscosity solutions for monotone systems of second-order elliptic PDEs.

Comm. PDE., 16(6&7):1095–1128, 1991.

[18] E. R. Jakobsen. On error bounds for approximation schemes for non-convex degenerate elliptic
equations. To appear in BIT.



ON THE RATE OF CONVERGENCE OF OPERATOR SPLITTING 27

[19] E. R. Jakobsen. On the rate of convergence of approximation schemes for Bellman equations
associated with optimal stopping time problems. Math. Models Methods Appl. Sci. (M3AS)

13(5):613-644, 2003.

[20] E. R. Jakobsen. W 2,∞ regularizing effect in a nonlinear, degenerate parabolic equation in
one space dimension. To appear in Proc. Amer. Math. Soc.

[21] E. R. Jakobsen and K. H. Karlsen. Continuous dependence estimates for viscosity solutions
of fully nonlinear degenerate elliptic equations. Electron. J. Differential Equations, pages No.

39, 10 pp. (electronic), 2002.

[22] E. R. Jakobsen and K. H. Karlsen. Continuous dependence estimates for viscosity solutions
of fully nonlinear degenerate parabolic equations. J. Differential Equations, 183(2):497–525,

2002.

[23] E. R. Jakobsen, K. H. Karlsen, and N. H. Risebro. On the convergence rate of operator
splitting for Hamilton-Jacobi equations with source terms. SIAM J. Numer. Anal., 39(2):499–

518 (electronic), 2001.

[24] E. R. Jakobsen, K. H. Karlsen, and N. H. Risebro. On the convergence rate of operator
splitting for weakly coupled systems of Hamilton-Jacobi equations. In Hyperbolic problems:

theory, numerics, applications, Vol. I, II (Magdeburg, 2000), volume 141 of Internat. Ser.

Numer. Math., 140, pages 553–562. Birkhäuser, Basel, 2001.
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